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a  b  s  t  r  a  c  t

In the present  paper,  the  possibility  to use  the information  contained  in  RGB  digital  images  to  gain  a  fast
and inexpensive  quantification  of  colour-related  properties  of  food  is explored.  To  this  aim,  we present  an
approach  which  consists,  as  first  step,  in  condensing  the colour  related  information  contained  in  RGB  digi-
tal  images  of  the  analysed  samples  in one-dimensional  signals,  named  colourgrams. These  signals  are  then
used  as  descriptor  variables  in  multivariate  calibration  models.  The  feasibility  of  this  approach  has  been
tested using  as  a benchmark  a series  of  samples  of  pesto  sauce,  whose  RGB  images  have  been  used  to  pre-
dict  both  visual  attributes  defined  by a  panel  test  and  the  content  of  various  pigments  (chlorophylls  a  and
b, pheophytins  a and  b, �-carotene  and  lutein).  The  possibility  to predict  correctly  the  values  of  some  of the
studied  parameters  suggests  the  feasibility  of  this  approach  for fast  monitoring  of  the  main  aspect-related
properties  of  a food  matrix.  The  values  of  the  squared  correlation  coefficient  computed  in  prediction  on

2 2
ood aspect
igments
ensory evaluation

a test  set  (RPred)  for green  and  yellow  hues  were  greater  than  0.75,  while  RPred values  greater  than  0.85
were  obtained  for  the  prediction  of  total  chlorophylls  content  and  of  chlorophylls/pheophytins  ratio.  The
great flexibility  of  this  blind  analysis  method  for the  quantitative  evaluation  of colour  related  features  of
matrices with  an inhomogeneous  aspect  suggests  that  it is  possible  to  implement  automated,  objective,
and transferable  systems  for fast monitoring  of  raw  materials,  different  stages  of  the  manufacture  and
end products,  not  necessarily  for  the  food  industry  only.

© 2011 Elsevier B.V. All rights reserved.
. Introduction

Visual aspect is one of the most important parameters for
he assessment of food quality. For this reason, food industry is

ore and more interested in optimising not only taste and nutri-
ional characteristics of a food product, but also its appearance,
hich is a complex combination of different characteristics includ-

ng colour, texture, defects, etc. The identification of objective
ethods able to quantify visual aspect, or to codify some charac-

eristics like amounts and distribution of the colour, is therefore
undamental. For example, correlations with sensory evaluation
cores could help to implement automated and transferable sys-
ems for on-line process control or to check the aspect of the
nal product, even at the supermarket. Moreover, the definition
f mathematical models linking colour-related aspects to chemi-
al parameters (e.g. pH values or concentration of pigments) could

elp to explain the underlying mechanisms responsible for food
ppearance.

∗ Corresponding author. Tel.: +39 0522 522043; fax: +39 0522 522027.
E-mail address: alessandro.ulrici@unimore.it (A. Ulrici).

003-2670/$ – see front matter ©  2011 Elsevier B.V. All rights reserved.
oi:10.1016/j.aca.2011.08.046
This research field is even more attractive because the instru-
mentation required to reach these goals is accessible at very low
costs. In fact, many different types of digital cameras, webcams
and scanners are able to convert the visual aspect of a food matrix
in a series of data, i.e. the digital Red, Green and Blue (RGB)
image. The key point is the definition of proper automated meth-
ods able to extract from RGB images the useful information and
to employ it for calibration, classification, process monitoring,
etc.

Scientific literature reports the use of digital images for the cal-
ibration of various food properties. The major part of the published
research works describes applications for the prediction of techno-
logical and sensory aspects by means of various regression tools,
including Multiple Linear Regression (MLR), Partial Least Squares
(PLS) and Artificial Neural Networks (ANN), in order to model
the relationships between the information contained in the digital
images and the investigated properties [1–8]. The image features
that constitute the matrix of descriptors in the regression models
are generally extracted by means of Multivariate Image Analysis

(MIA) based techniques, which essentially consist in PCA of the
unfolded image matrix. These techniques are able to convert images
in objective and transferable information [7–9]. In some research
works, the extracted image features are selected using different

dx.doi.org/10.1016/j.aca.2011.08.046
http://www.sciencedirect.com/science/journal/00032670
http://www.elsevier.com/locate/aca
mailto:alessandro.ulrici@unimore.it
dx.doi.org/10.1016/j.aca.2011.08.046
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ethods, such as Genetic Algorithms (GA) [2,3] or Wavelet Trans-
orm (WT) [4].

Moisture [4,10,11], sensory and mechanical parameters
3,12,13] are some of the most frequently studied food properties
sing image analysis based calibration methods. Automated
rocedures to estimate the number of bacteria or the yeast mass
rown on a proper support have been also reported [14,15].

Only few research works concerning the image-based quantifi-
ation of food components using multivariate calibration [7,16]
ave been reported. The estimate of the chemical characteristics
f food based on RGB images seems a more difficult task, since
ew works are available in the literature. Some authors have mod-
lled various properties (ranging from the lipids and carotenoids
ontent in wheat to the percentage of potato chip surface covered
y seasoning [17–20])  by means of univariate methods, obtaining
atisfactory results. However, these univariate methods are specifi-
ally designed for the problem at hand and rarely can be transferred
o a different application.

This short literature survey gives an idea of the wide possibili-
ies offered by RGB imaging as a tool for fast and non-destructive
haracterisation of food matrices. However, the development of
ersatile methods, able to extract from the images a set of descrip-
ors independently of the specific nature of the analysed matrix,
nd that can be used to build calibration models for a wide set of
esponse variables, is not straightforward. In fact, many of the cited
pplications are customised on a specific food matrix for the predic-
ion of a restricted group of variables. For example, the procedures
hat require image segmentation generally involve the customisa-
ion of the image analysis method. In fact, segmentation is often
ased on a problem-specific criterion, in order to isolate the sam-
le from the background or to extract the informative portion of
he image [3,4,11,12,16,21,22]. In other research works the cus-
omisation involves pretreatments like denoising, filtering, scaling
nd transformation of the colour space, which use is driven by the
pecific nature of the problem to be solved [4,5,7,10,11,18,23].

Following these considerations, in order to create a more ver-
atile approach, Antonelli et al. [24] have developed an algorithm
or the extraction of the overall colour-related information of the
mage, which is coded in the form of a signal named colourgram. The
pproach essentially consists in calculating the frequency distribu-
ion curves of a series of colour related parameters: red, green, blue,
ue, saturation, lightness, and scores from the Principal Component
nalysis (PCA) of the unfolded image data. The frequency distribu-

ion curves and the loadings and eigenvectors from PCA are then
erged in sequence to give a 4900 points-long one-dimensional

ignal, the colourgram, which codes the colour content of the image.
A dataset composed by this kind of signals can then be used as an

nput to multivariate methods. For example, the most interesting
eatures of a set of images can be investigated simply by calculating

 PCA model on the corresponding matrix of colourgrams. Similarly,
 matrix of colourgrams can be used as a set of descriptor variables
o build classification or calibration models.

Compared to other approaches described in the literature, the
ain advantage offered by colourgrams lies in the flexibility of their

ossible applications. This is mainly due to the fact that colour-
rams contain the whole information content of two  different
olour spaces (RGB and HSI) and of quantities derived from the
GB space. Therefore, there are no a priori assumptions on the fea-
ures bringing the useful information for the specific problem under
nvestigation. On the contrary, an image fingerprint that reflects all
he complex colour-related features typical of a given food matrix
s considered.
Moreover, the conversion of the image in a one-dimensional sig-
al before processing allows higher data compression and easier
omputation. In fact, starting from the millions of data of the orig-
nal image, elaboration is performed on a 4900 points-long signal,
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which can be further significantly shortened, up to few units, using
proper signal compression/feature selection methods. Moreover,
the methods available for processing monodimensional signals are
more numerous, widespread and fast than the algorithms for image
analysis.

The first application of the colourgrams approach [24] was  made
on an Italian pasta sauce, namely Pesto alla genovese. This food
matrix was chosen as a benchmark, both since it contains parti-
cles of different size and colour, thus showing an inhomogeneous
aspect, and for its colour instability, mainly due to the degradation
of chlorophylls to pheophytins, which causes a change of colour
from bright green to dull green-brownish [25]. The aim of this
first work was  to classify the digital images based on different
pesto brands. The use of a feature selection algorithm based on
the Wavelet Transform (WT) [26] for the identification of the most
significant regions of the colourgrams allowed to reach a 100% clas-
sification efficiency in the prediction of an external test set.

These satisfactory results encouraged us to go a step further,
evaluating the possibility to employ colourgrams for calibration
purposes. Therefore, in the present work, we used colourgrams to
predict both sensory and chemical properties, merging the results
of previous studies on sensory [27] and chemical analysis [28]
with the information contained in RGB images. The same food
matrix, pesto sauce, was used as a benchmark for the same reasons
described above.

Multivariate calibration models were built using both PLS and a
feature selection/calibration algorithm based on WT  [29], namely
Wavelet Interface for Linear Modelling Analysis (WILMA) [30,31].
The WILMA  algorithm takes advantage of the multi-scale char-
acteristics of the wavelet transform, which permits to consider
both the shape of the signal (i.e. its frequency content) and its
local aspects, such as peak positions and discontinuities. The vari-
able selection implemented in WILMA allows to choose only those
colour-related characteristics, which are the most relevant ones for
a specific calibration task. The selected regions are generally con-
tiguous, allowing an interpretation of the model based on visual
inspection of these portions of the colourgram. In addition, this
allowed the reconstruction of sample images displaying only the
pixels with RGB values corresponding to the selected regions. In
other terms, the feature selection made by the algorithm has been
represented directly on the original images. Therefore, even though
the colourgram contains only colour related information, regard-
less of spatial information (i.e. the specific location of each pixel
is lost in the colourgram), it is still possible to have an “image-
like” reconstruction of the selected features, which also allows their
interpretation in spatial terms.

The results of the use of colourgrams for calibration purposes are
very encouraging, showing a wide range of possible applications. A
common RGB camera, together with an appropriate data processing
as described in this paper, is able to catch enough information to
make it suitable for quality control both in on-line and in off-line
applications.

2. Experimental

2.1. Sampling and acquisition of digital images

In this study, twenty-four jars of pesto sauce from ten different
producers have been considered. For nine producers two  jars from
single batches, indicated with letters from A to I have been analysed,
while one producer supplied six jars from three different batches,

indicated with letters from J to L.

After opening the jars, subsamples were used for image acqui-
sition. Then, a part was kept and stored in a dark place at 4 ◦C to
be analysed in the following days for the determination of pigment
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Table 1
List of the visual attributes, together with the corresponding abbreviations and
ranges.

Abbreviation Variable name Range (from 0 to 10)

GH Green Hue From dull to bright
YH Yellow Hue From low to high
BH  Brown Hue From low to high
WA  White Amount From low to high
CH  Colour Homogeneity From low to high
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PS  Particle Size From fine to coarse
PR PReference From low to high

oncentration [28]. Another part was kept to fill identical glass pots,
dentified by a numerical code, which were stored in a dark place
t 4 ◦C as well, to be used for the panel test sessions in the follow-
ng days [27]. During this time no appreciable degradation occurs,
ecause the samples are stable under these storage conditions. In
act, pigments degradation occurs during pesto processing, when
he product is acidified and pasteurised to improve microbiological
tability.

For each one of the twenty-four original pesto jars, four aliquots
f about 50 mL  were separately collected and then spread on a
at (10 cm × 10 cm)  surface to an approximately constant 5 mm
hickness, for subsequent digital image acquisition. A dataset of 96
igital images of pesto was acquired as 24 bit RGB (16.8 millions
f colours) with a 1280 × 960 spatial resolution, using a common
ujifilm Finepix S5000 digital camera, and then transferred to a per-
onal computer as jpeg compressed image files (compression ratio
:1). The choice to use low spatial resolution compressed images
average file size 487 KB) instead of higher resolution raw images
average file size 9 MB)  was made on the basis of preliminary tri-
ls, where the score plots obtained by the PCA on colourgrams
f some sample images acquired both in raw and in compressed
odes at different resolutions were compared, showing similar

atterns. Even if raw images could give better results preserving all
he potentially useful information, the usability of the method (in
erms of data storage and of computational power requirements)
as considered more important.

The image acquisition system consisted in a white painted
llumination chamber, equipped with 8 × 25 W equally spaced
ungsten lamps (Philips 25 W 240 V SES Argenta Lustre). The digi-
al camera was placed on the aperture on the top of the chamber,
0 cm above the sample. A scene area of about 10 cm × 10 cm was
overed, which corresponds to the sample surface area, taking care
o avoid the presence of background pixels in the image.

In order to evaluate the effect of possible variations of the
llumination conditions, preliminary tests were performed on the
cquired images. However, the correction of the raw RGB values
y means of a standard has not led to improvements of the results.
easonably, this is due to the fact that the light source variations
ithin the relatively short time interval needed for image acqui-

ition have not caused effects detectable by the CCD device of the
GB camera.

.2. Sensory and chemical analyses

Sixteen judges had been specifically trained on the visual
ppearance of pesto samples, where the different attributes used to
efine aspect-related properties of pesto sauce were discussed with
he help of some examples. Descriptive analysis was carried out
valuating the attributes listed in Table 1 on 10 cm long continuous
ine scales. In addition to six visual attributes, the personal prefer-

nce of the judge, which is a hedonic attribute, was also included.
ven if hedonic scales are usually reserved for consumer popula-
ions greater than 30, this hedonic attribute was included anyway,
onsidering it as a sort of dummy  variable. In fact, the variance due
 Acta 706 (2011) 238– 245

to subjectivity of the single assessors would have made PR difficult
to estimate.

Each one of the twelve batches of pesto was  submitted four
times to the evaluation of each panellist during three separate ses-
sions. In each session, twelve different samples and four replicates
were evaluated following a Latin squares design. Finally, the scoring
of each sample was calculated as the mean of the four evalua-
tions. For a more detailed description of the sensory analysis, see
reference [27].

On the same batches subjected to sensory evaluation, a dou-
ble determination of the amount of the main pigments has been
conducted. In particular, the following species were quantified:
chlorophylls a and b (Chl a and Chl b), lutein (Lut), �-carotene
(Car), and pheophytins a and b (Pht a and Pht b). All pigments
were determined by Reversed-Phase High-Performance Liquid
Chromatography (RP-HPLC), except for Car, which was  directly
quantified on the purified extract by Vis spectrophotometry [28].

Beyond the concentration values of the single pigments, some
derived compositional characteristics were also considered in
the subsequent calibration models: total chlorophylls (ChlTOT,
defined as Chl a + Chl b), total pheophytins (PhtTOT, defined as
Pht a + Pht b) and chlorophylls/pheophytins ratio (Chl/Pht, defined
as ChlTOT/PhtTOT). This latter quantity was considered since it
expresses the extent of chlorophylls degradation.

2.3. Extraction and quantification of colour-related information

The colour related information of each digital image was used
to build the corresponding colourgram. To this aim, the three way
array corresponding to the RGB image, having size {960, 1280, 3}
(where 960 is the number of pixel rows, 1280 the number of pixel
columns, and 3 corresponds to the R, G and B colour channels) is
unfolded to a {(960 × 1280), 3} bidimensional matrix containing all
the pixels in rows and the R, G and B channels in columns. Then,
this matrix is expanded by adding a series of columns, correspond-
ing to parameters derived by R, G and B: Lightness (L), defined as
the sum of the three channel values, the relative colours (rR, rG
and rB), defined as the ratio between each channel and L, and the
Hue, Saturation and Intensity values of the HSI colour space. More-
over, three PCA models are calculated: the first one on the unfolded
RGB data matrix without any data pretreatment (raw), the sec-
ond one after mean centering, and the last one after autoscaling.
The nine score vectors (three for each PCA model) are also added
as further columns to the data matrix. Then, for each one of the
19 columns of the resulting data matrix, the corresponding 256
points-long frequency distribution curve is calculated. The 19 fre-
quency distribution curves are then joined in sequence to form
a unique vector, and at the end the values of the three loading
vectors (nine points) and of the eigenvalues of the three Princi-
pal Components (PCs) are added for all the three PCA models, to
form a one-dimensional signal, the colourgram, of length equal to
(256 × 19 + 36) = 4900 points, which describes the colour proper-
ties of the image. For a more detailed description of the algorithm
used to build the colourgrams, the reader is referred to Antonelli
et al. [24]. The matrix composed by the colourgrams (colourgrams
matrix) was  then used as predictor matrix for calibration pur-
poses.

We are aware that the colour representation of the images
by means of the whole colourgram is redundant; on the other
hand, it must be emphasised that the 4900 points of a colour-
gram constitute anyway a small number, if compared to the

(1280 × 960 × 3) = 3,686,400 data values of the original image array.
Most important, in the same manner as the useful chemical infor-
mation for a specific task is present only in specific portions of
a NIR spectrum, also in this case the most relevant parts of the
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olourgrams for a given problem can be selected by means of proper
ignal processing and feature selection methods.

A simpler approach was also tested, using a reduced matrix,
here for each digital image only 40 descriptor variables are cal-

ulated, corresponding to the mean, median, range and standard
eviation values of parameters of the colourgram: R, G, B, L, rR, rG,
B, H, S, and I.

The same objects subdivision between training and test set, each
ne containing 48 objects, was done both for the colourgrams matrix
nd for the reduced matrix:  for each batch all the replicates of the
rst jar were included in the training set and all the replicates of
he second jar were included in the test set.

.4. Multivariate calibration and feature selection

As a starting point, PLS1 models have been applied to the
olourgrams matrix and to the reduced matrix as predictors for
ach one of the 16 response variables. The combinations of dif-
erent column-wise and row-wise preprocessing methods were
onsidered. In particular, first order derivative (D1), second order
erivative (D2) and standard normal variate (SNV) were applied
lone and in combination with mean centering (MNCN). The best
reprocessing and the optimal number of Latent Variables (LVs)
ere chosen on the basis of the results in contiguous blocks

12 groups) cross-validation. This cross-validation method was
hosen in a way that the four replicates of each sample were
ontemporarily deleted during each cycle of cross-validation. As
or the reduced matrix, autoscaling (AUTO) was  used for data
reprocessing, and also in this case the optimal number of
Vs was chosen based on contiguous blocks (12 groups) cross-
alidation.

Since the information contained in colourgrams could be over-
helmed by uninformative variation, a feature selection technique
as also used to compute the calibration models on the colour-

rams matrix.
To this aim, we used the WILMA  algorithm, which is based on

he Fast Wavelet Transform (FWT) [29], a decomposition method
n the WT  domain. As a first step, i.e. at the first decomposition
evel, FWT  splits the low and the high frequency contents of the
ignal (in this case, of each colourgram) into two  orthogonal and
omplementary sub-spaces, called approximation and detail vec-
or, respectively. To this aim, a couple of filters (the high-pass
nd low-pass wavelet filters) are used. Then, at the subsequent
ecomposition levels, it recursively splits into the approxima-
ion and detail vectors the approximation vector of the previous
ecomposition level, using the same wavelet filters. Therefore, at

 given decomposition level L, the signal is represented by the
pproximation vector at level L and by all the detail vectors from
evel L to level 1. Each one of these vectors, which are defined
n the same domain of the original signal, can be considered as

 filtered version of the original signal, where only a restricted
requency (scale) range is kept. In other words, the set of vari-
bles (namely the wavelet coefficients) that are obtained at the
arious decomposition levels represent the contributions to the
nalysed signal at each position (in the original domain) and fre-
uency (or scale) value. This double representation, which is called
ignal multiresolution, allows an efficient separation among all the
ignal features, which in turn permits the selection of only those
spects that are the most relevant to model a given response vari-
ble.

The wavelet coefficients, that constitute a set of independent

ariables derived from the colourgrams matrix, are then used in
ILMA  for the selection of the subset leading to the best predictive

erformance of the derived PLS/MLR regression models, evaluated
y cross-validation.
 Acta 706 (2011) 238– 245 241

Schematically, the WILMA  algorithm works as follows:

• the matrix of signals (colourgrams) is decomposed by means of
FWT using a particular wavelet (i.e. a particular couple of wavelet
filters) until its maximum level of decomposition;

• for each decomposition level (including level 0, which corre-
sponds to the original signal) the wavelet coefficients are ranked
according to a criterion chosen by the user; in the present
work, based on our previous experience, we have considered the
squared covariance of each coefficient with the response variable;

• for each decomposition level, the optimal number of wavelet
coefficients is iteratively selected using either MLR or PLS with
a proper cross-validation procedure; in the present work, since
we wanted to keep all the images (thus, all the colourgrams) of
pesto from a given jar in the same cross-validation groups, we
have used contiguous blocks cross-validation with 12 groups;

• the wavelet coefficients belonging to the decomposition level
that furnishes the best results in cross-validation are selected to
build the final (optimal) calibration model;

• for interpretative purposes, only the selected wavelet coefficients
are reconstructed into the original domain, allowing to point out
the signal regions that contain the useful information.

For a detailed description of the WILMA  algorithm, the reader is
referred to more comprehensive references [30,31].

Since it is not possible to know in advance the combination of the
WILMA  parameters that leads to the best results, it is appropriate to
cycle over different possible combinations in order to find the best
calibration model. For this reason, 5 wavelets belonging to the sym-
let family (sym4–sym8), and both the MLR  and the PLS regression
techniques were used. For all the sixteen modelled response vari-
ables, the combinations resulting from the parameters listed above
were tested, leading to 10 cycles of calculation (5 wavelets × 2
regression methods). The optimal MLR  and PLS regression models
were selected based on their cross-validation performance; finally,
they were validated using the external test set samples.

For an easier comparison among the performances obtained
for the different response variables with the different calibration
methods, we  have reported the results using the R2 statistics,
defined as:

R2 = 1 −
∑

(y − ŷ)2

Vy(n − 1)
(1)

where y are the experimentally measured values of the considered
response variable, Vy is the corresponding variance, ŷ are the values
calculated (for R2

Cal) or predicted (in cross-validation for R2
CV and on

the test set for R2
Pred) by the model, and n is the number of consid-

ered objects (i.e. the number of the training set objects for R2
Cal and

R2
CV, and of the test set objects for R2

Pred).
For all the four methods used for calibration (PLS on colourgrams

matrix, PLS on reduced matrix, WILMA-PLS and WILMA-MLR), the
number of latent variables (PLS-based methods) or of selected vari-
ables (WILMA-MLR) that was  included in the models was chosen
based on the minimum error in cross-validation, up to a maximum
value of 6.

3. Results and discussion

Table 2 reports the performances of the best calibration models
selected for each response variable with each calibration method.
In particular, Table 2a reports the PLS1 models obtained using

as X block both the colourgrams matrix (on the left side), com-
posed by 4900 variables, and the reduced matrix (on the right
side), composed by 40 variables, while Table 2b reports the results
obtained with WILMA, considering separately the models selected
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Table 2
Best calibration results (a) from PLS models obtained on colourgrams matrix and on reduced matrix, and (b) from WILMA
models obtained using PLS or MLR  as regression methods on colourgrams matrix. Grey background indicates the overall best
model for a specific property. A separation between sensory and chemical variables is highlighted.

a)

Variable
PLS on col ourgrams  mat rix PLS on red uced  matr ix

Pretreatment LVs R2
Cal R2

CV R2
Pred Pretreatment LVs R2

Cal R2
CV R2

Pred

GH D2 2 0.837 0.630 0.781 AU TO 6 0.967 0.843 0.674
YH SNV 1 0.789 0.522 0.757 AU TO 6 0.976 0.750 0.696
BH D1+MNCN 3 0.731 0.068 0.527 AU TO 2 0.595 0.281 0.366
WA D1+MNCN 4 0.909 0.537 0.491 AU TO 3 0.837 0.632 0.683
CH D1+MNCN 3 0.793 0.064 0.344 AU TO 5 0.853 0.333 0.402
PS D2 1 0.282 -0.439 0.145 AU TO 6 0.895 -0.289 -0.413
PR D1 1 0.282 -0.383 0.160 AU TO 6 0.877 -0.145 -1.945
Car D2+MNCN 1 0.399 0.045 0.467 AU TO 6 0.942 0.481 0.509
Lut SNV+MNCN 1 0.432 0.020 0.496 AU TO 5 0.908 0.339 0.516

Chl a D2 2 0.748 0.495 0.650 AU TO 4 0.909 0.290 0.374
Chl b D1 3 0.916 0.842 0.718 AU TO 1 0.845 0.725 0.732

ChlTOT D2 6 0.979 0.877 0.733 AU TO 1 0.803 0.567 0.773
Pht a D2 6 0.879 0.352 0.378 AU TO 5 0.944 0.667 0.665
Pht b SNV+MNCN 1 0.567 0.273 0.607 AU TO 3 0.786 0.419 0.313

Pht TOT D1 3 0.662 0.196 0.432 AU TO 5 0.925 0.574 0.641
Chl/Pht D1 5 0.961 0.817 0.803 AU TO 4 0.972 0.822 0.738

b)

Variable WILMA-PLS WILMA -MLR
cfs Wav Lev LVs R2

Cal R2
CV R2

Pred cfs Wav Lev R2
Cal R2

CV R2
Pred

GH 34 sym6 3 1 0.865 0.765 0.745 4 sym8 1 0.888 0.817 0.777
YH 117 sym4 3 1 0.822 0.750 0.731 4 sym8 5 0.876 0.720 0.766
BH 43 sym7 5 3 0.741 0.325 0.554 6 sym4 2 0.599 0.113 -0.391
WA 20 sym4 9 3 0.901 0.698 0.469 4 sym7 3 0.840 0.697 -0.520
CH 1 sym7 1 1 0.329 0.078 0.298 3 sym8 5 0.739 0.428 -0.082
PS 1 sym6 2 1 0.258 0.047 0.239 1 sym6 2 0.258 0.047 0.239
PR 1 sym7 2 1 0.232 0.011 0.129 1 sym7 2 0.232 0.011 0.129
Car 767 sym7 3 2 0.790 0.283 0.206 4 sym6 1 0.625 0.327 0.322
Lut 767 sym7 3 2 0.787 0.306 0.286 2 sym4 0 0.436 0.229 0.509

Chl a 3 sym5 1 3 0.880 0.678 0.674 3 sym6 1 0.881 0.623 0.713
Chl b 24 sym5 3 1 0.926 0.892 0.803 1 sym4 2 0.901 0.828 0.802

ChlTOT 26 sym6 3 6 0.991 0.924 0.839 4 sym6 1 0.970 0.938 0.876
Pht a 122 sym6 2 1 0.615 0.506 0.627 4 sym7 1 0.702 0.506 0.495
Pht b 89 sym5 2 1 0.658 0.470 0.627 2 sym5 1 0.579 0.425 0.617

Pht TOT 150 sym8 2 1 0.602 0.498 0.608 4 sym4 0 0.685 0.478 0.542
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Chl/Pht 13 sym7 12 5 0.972 0.91

ith WILMA-PLS (on the left side) and with WILMA-MLR (on the
ight side). For a general comparison among the four calibration
ethods and to point out the response variables characterised by

cceptable correlations with the information from digital images,
he variable names and the model statistics for the method with
est overall performance in prediction of the test set are highlighted

n grey colour, when R2
Pred is equal or greater than 0.6.

On the whole, acceptable models were obtained for 10 variables
ut of 16; better results were obtained for the chemical variables
pigments concentrations) rather than for the sensory ones.

As for the sensory attributes, the three colourgrams-based
ethods converged, giving good calibration models only for yel-

ow and green hues (YH and GH), while the reduced matrix-based
pproach gave acceptable results also for white amount (WA). As
or GH, these results are coherent with the observations made in

 previous research work [27], where it was observed that this

arameter has a prominent role in the definition of the multivari-
te structure of the sensory data. In other words, the contribution
f GH to the overall aspect is much evident, therefore it is easier to
uantify by means of digital imaging techniques.
.872 3 sym6 1 0.978 0.935 0.872

Conversely, CH and PS cannot be predicted, regardless of the
method used for calibration. To explain the failure of our approach
in the prediction of these parameters, it must be recalled that
colourgrams retain the colour information but lose the spatial
information. This is the reason why  is not possible to determine
if the pixels of similar colour are grouped together in relatively
large clusters (corresponding to coarse PS or low CH) or more
uniformly distributed along the spatial dimensions (correspond-
ing to fine PS or high CH). The only texture-related information
that could have been partly extrapolated by the colourgrams
approach (and that justified our attempt to predict PS and CH)
derives from “boundary” pixels, i.e. from those pixels corre-
sponding to the boundaries between particles having different
colour. Their “intermediate” colour properties could have allowed
their distinction from the “bulk” pixels and therefore their use
to estimate PS and CH. However, the experimental results con-

firm that this hypothesis is not verified, and that in order to
obtain textural information with a colourgrams-based approach
further work is needed, to insert also spatial information in the
signals.
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ig. 1. Plot of the VIP scores of the PLS model on the reduced matrix for the predic-
ion of WA.

As expected, PR generally shows the worst performance in pre-
iction (lowest R2

Pred values). In fact, we recall that this hedonic
ttribute was considered as a sort of dummy  variable, since the vari-
nce due to subjectivity of the single assessors would have made
ifficult to estimate PR based on images. Thus, these bad results in
rediction can be considered as a sort of check of the correctness
f the validation procedure.

As for the chemical variables, only those related to the pigments
hose contribution to the overall colour (green) is more evident,

.e. pheophytins and chlorophylls, gave acceptable results. In par-
icular, independently of the specific calibration method, the best

odels were obtained for the Chl/Pht ratio (highest R2
Pred = 0.872

ith WILMA-PLS) and for the total amount of chlorophylls, ChlTOT
highest R2

Pred = 0.876 with WILMA-MLR).
Satisfactory models with all the calibration methods were

btained for Chl a and Chl b, with the only exception of Chl a mod-
lled with the reduced matrix. Pht a and Pht b gave worse results,
ven though generally acceptable. Conversely, none of the four cal-
bration methods gave satisfactory results for the quantification of
ut and of Car. On the one hand, this fact suggests that RGB images
re not able to detect all the pigments, but only the ones with the
igher contribution to the overall colour of the samples, at least
nder our experimental conditions. On the other hand, all the four
alibration methods show a good degree of convergence in predict-
ng the same chemical variables, suggesting that the approaches
dopted for calibration are not prone to overfitting.

The performance of the different methods used to build the cal-
bration models showed that the simplest approach, i.e. PLS on
he reduced matrix, gave better results than expected. In fact, it
ed to the best models for three out of the sixteen response vari-
bles (WA, Pht a and PhtTOT). In particular, it is the only one able
o correctly predict the values of WA.  This fact suggests that the
se of global parameters, like those of the reduced matrix, can be
ometimes more effective than a detailed analysis of the frequency
istribution curves (as it is done using WILMA). Fig. 1 shows the VIP
Variable Importance in Projection) scores plot of the PLS regres-
ion model of WA  based on the reduced matrix. The VIP scores
stimate the importance of each variable in the projection used in

 PLS model [32]; the “greater than one rule”, which derives from
he fact that the average of squared VIP scores equals 1, helps to
etermine whether a certain variable is actually significant to the
odel. From this figure it is clear that the useful information to

stimate WA  consists mainly in the mean and median values of the

ntensities of the single channels (R, G, and B, where G is the most
mportant one, as it could be expected based on the green domi-
ant colour of pesto), of their sum (as expressed by L), and of their
aximum values (as expressed by I).
Fig. 2. Green hue (PLS model): (a) mean colourgram for training set and (b) VIP
scores where the regions that are significant to model GH are highlighted.

The global number of acceptable results (R2
Pred > 0.6) obtained

with the reduced matrix and with the colourgrams matrix is
analogous. However, the overall performance in prediction of
colourgrams-based models is better. In fact, with the reduced
matrix only three variables lead to R2

Pred > 0.7 with a maximum
of R2

Pred = 0.773 for ChlTOT, while using colourgrams the number
of models with R2

Pred > 0.7 ranges from 5 (PLS and WILMA-PLS) to
6 (WILMA-MLR) and the number of models with R2

Pred > 0.8 ranges
from 1 (PLS) to 3 (WILMA-PLS and WILMA-MLR).

As for the colourgrams-based models obtained with PLS, it is
evident (Table 2a) that there is not a specific pretreatment prevail-
ing on the other ones, even though in general derivatives, alone or
combined with mean centering, perform better than SNV.

Fig. 2 reports the VIP scores plot of the PLS model on colourgrams
for GH (Fig. 2b) together with a mean colourgram of the training
set (Fig. 2a). Six distinct colourgram portions, corresponding to the
frequency distribution curves of different parameters related to the
colour content of the image, have a strong influence on the model
(VIP score values much higher than 1). These portions, highlighted
in grey colour, correspond to rG (1), H (2), PC3 scores of the PCA
on raw (3), mean centered (4) and autoscaled (5) matrices, and
to the loadings and eigenvalues for all the three PCA models (6)
[24]. The selection of the frequency distribution curves of rG and H
can be easily connected with the nature of the investigated prop-
erty. The interpretation of the selected distribution curves of the
PCA scores of the third component of the three PCA models and of
the corresponding loadings and eigenvalues is more difficult, but
it highlights the need to account for the inner relations between
the R, G and B channels, in order to model properly the GH sensory
attribute.

In general, the fact that only few narrow regions are necessary to
model the response variable, suggested us how the implementation
of feature selection techniques can be of great help in building effi-
cient and at the same time parsimonious models, where – starting
from the comprehensive description of the image colour content
furnished by the colourgram – at the end only few descriptors
can be extracted for a specific task. In fact, the results obtained by
applying WILMA  to the colourgrams matrix demonstrate that the
selection of variables is useful, not only since this often led to mod-
els more efficient than those obtained with PLS, but also since the
number of selected wavelet coefficients (“cfs” columns in Table 2b)
is frequently very low. Beyond the aspects connected to predictive
performance and robustness, the advantages offered by the high
reduction of useful descriptors is twofold. On the one hand, simple

models based on few variables are computationally very fast, which
makes easier their online implementation. On the other hand, the
representation in the original images of only those pixels having
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omain (Fig. 3b). The three portions of the colourgram that have
een selected correspond to the frequency distribution curves of H
1) and of the PC3 scores of the PCA models on the mean centered
2) and on the autoscaled (3) matrices. The comparison between
his figure and Fig. 2b, that reports the VIP scores of the PLS model
or GH, shows the success of the blind analysis approach, suggest-
ng how different algorithms converge to analogous signal regions
or correlated properties (the correlation coefficient between GH
nd ChlTOT = 0.8273).

The first one of the three regions highlighted in Fig. 3 (H) is rep-
esented in more detail in Fig. 4, where the training set objects are
epresented with black lines and the test set objects with grey lines.
n Fig. 4a different shapes of the frequency distribution curves can
e observed, which correspond to the different jars of pesto sauce.
he reconstruction of the (unique) wavelet coefficient selected in
he H region of the colourgram shows that this coefficient is located
n a way to account for all the main differences between the various

 frequency distribution curves.
Given the importance of this colourgram region to model

hlTOT, considered that it corresponds to a limited number of H
alues, we have then verified whether these values effectively cor-
espond to image pixels pertaining to the parts of pesto sauce where
hlorophylls are still present. To this aim, we have considered two
mages, one taken on a sample with a high ChlTOT value (sample K)
nd another one taken on a sample with a low ChlTOT value (sam-
le G). For both images the H values were calculated for each pixel,
nd only those pixels having H values lying within the selected
ange were maintained, the remainder ones being set to black
R = G = B = 0). Fig. 5 reports the original images (on the left side)
nd the reconstructed ones (on the right side) for sample K (a1 and
2) and for sample G (b1 and b2). It is evident the high difference
n the number of selected pixels for the two samples, which is the
uantity that the calibration model correlates to ChlTOT. A more
ccurate comparison between the original and the reconstructed
mages reveals that the selected pixels essentially correspond to
he green particles of the sample. This kind of representation, in a

ore explicit manner than Fig. 4b, allows to see what the algorithm
ctually considered (as for the contribution of H), and to “resume”
he spatial information that in the colourgram was lost.

In view of possible implementations of the method for quality
ontrol in a laboratory and, after a proper engineering, also on a
roduction line, images like those in Fig. 5 give additional infor-
ation for the interpretation of results. In addition, these outputs

re also accessible to people not necessarily expert in the techni-
al (chemometric) aspects of the image elaboration. Moreover, the
ariables selection process allows a drastic lowering of the num-
er of informative features extracted by means of the colourgram.
his fact suggests that, once the proper model able to work on a
ew variables has been developed, it should be possible to process
ach image in a very short time and contemporarily to monitor the
nalysed samples in real time.

. Conclusions

The information relative to the colour of a sample, codified in
he form of a signal extracted from the RGB image data, allowed to
uild reliable multivariate calibration models with several chemi-
al and sensory properties of pesto sauce, which has been chosen
s a benchmark food matrix. Although in this preliminary research
ork calibration models were obtained on a relatively small set
f samples, satisfactory results were gained for the properties that
ainly contribute to the sample aspect, i.e. the sensory proper-

ies GH and YH, and the chlorophylls and chlorophylls/pheophytins
atio as for the pigments content.

[

[
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These results suggest the possibility to implement quantitative
models in automated monitoring systems of raw materials, dif-
ferent stages of the manufacture and end products, to check the
sensory quality and the state of preservation, which is reflected
into the pigment amount.

It is important to stress that the application to the colourgrams
of algorithms that perform feature selection allows to extract, from
a signal containing a wide range of potentially useful information,
only a small number of useful variables, without specific a priori
assumptions on the types of features to be considered. This implies
a great flexibility in the possible uses, including all applications
on any kind of sample having an inhomogeneous aspect, where a
colour-related problem has to be handled.

Considering the continuous improvements of the image data
quality and of the commercially available computational power and
data storage capabilities, the possibility to use raw images at higher
resolutions could help in enhancing the quality of the analysed data
and therefore of the calibration models.

Finally, the reported results also suggest possible further devel-
opments of this approach, like the inclusion into the colourgrams
of additional information, which could include both global param-
eters such as means and/or standard deviations, and also other
variables describing texture-related aspects of the image.
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